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Abstract. The importance of subsurface heating on surface mixed layer properties in an ocean 
general circulation model (OGCM) is examined using attenuation of solar irradiance with depth 
below the ocean surface. The depth-dependent attenuation of subsurface heating is given by global 
monthly mean fields for the attenuation of photosynthetically available radiation (PAR), kpAR. 
These global fields of kpAR are derived from Sea-viewing Wide Field-of-view Sensor (SeaWiFS) 
data on the spectral diffuse attenuation coefficient at 490 nm (k490), and have been processed to 
have the smoothly varying and continuous coverage necessary for use in OGCM applications. 
These monthly fields provide the first complete global data sets of subsurface optical fields that can 
be used for OGCM applications of subsurface heating and bio-optical processes. The effect on 
global OGCM prediction of sea surface temperature (SST) and surface mixed layer depth (MLD) is 
examined when solar heating, as given by monthly mean kvA• and PAR fields, is included in the 
model. It is fbund that subsurface heating yields a marked increase in the SST predictive skill of 
the OGCM at low latitudes. No significant improvement in MLD predictive skill is obtained when 
including subsurface heating. Use of the monthly mean lcp^R produces an SST decrease of up to 
0.8øC and a MLD increase of up to only 4-5 m for climatological surface forcing, with this 
primarily confined to the equatorial regions. Remarkably, a constant kv^R value of 0.06 m -• , 
which is indicative of optically clear open ocean conditions, is found to serve very well for OGCM 
prediction of SST and MLD over most of the global ocean. 

1. Introduction 

The solar heating of the upper ocean occurs through the 
absorption of solar irradiance (400-800 nm) with depth beneath 
the ocean surface, with this rate of absorption varying in space and 
time. The distribution of this solar heating with depth within the 
surface mixed layer directly affects the sea surface temperature 
(SST) [e.g., Kantha and Clayson, 1994]. It also indirectly affects 
the mixed layer depth (MLD) by altering the vertical turbulent 
mixing in the upper water column [e.g., Lewis et al., 1990]. The 
positive buoyancy forcing generated by this subsurface heating is 
primarily responsible for stabilizing the surface waters [e.g., 
Martin, 1985], which in turn contributes to the formation of the 
upper ocean thermocline. 

Knowledge of the seasonal and maximum annual depth of the 
thermocline is of importance for heat storage in the ocean [White et 
al., 1998; Gallimore and Houghton, 1987; Meehl, 1984; Stevenson 
and Niiler, 1983]. SST prediction in one-dimensional mixed layer 
models has been shown to be sensitive to the parameterization of 
the solar extinction with depth in the upper water column when 
there is a shallow mixed layer [Kantha and Clayson, 1994; Martin, 
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1985]. This is because the solar radiation can penetrate to depths 
below the surface mixed layer under such circumstances, thereby 
requiring that proper account be taken of the solar heating within 
the mixed layer. 

Studies have indicated the necessity of including penetrating 
solar irradiance for SST predictions in the tropical Pacific [Zane- 
veld et al., 1981; Woo& et al., 1984, Lewis et al., 1990]. While this 
has been clearly shown with one-dimensional models, the majority 
of ocean general circulation models (OGCM) with mixed layers do 
not consider space- and time-varying solar attenuation with depth 
[Baturin and Niiler, 1997; Carton and Zhou, 1997; Murtugudde et 
al., 1995; Schopf and Loughe, 1995; Sterl and Kattenberg, 1994; 
Yuen et al., 1992]. The reason is there has been insufficient 
information on the regional and seasonal distribution of the 
irradiance absorption coefficient over basin scales to use it as part 
of the heat flux forcing in an OGCM. As a consequence, the extent 
to which subsurface heating is..•important for global SST prediction 
has been difficult to determine. 

Recently available ocean color remote sensing data (1997- 
1998) being acquired with the Sea-viewing Wide Field-of-view 
Sensor (SeaWiFS) can now be used to estimate surface attenuation 
rates on global scales. These data collected from the commence- 
ment of SeaWiFS operation in September 1997 provide, for the 
first time, the global spatial variation of the rate of absorption 
which can be used to quantify the solar influence in OGCM 
applications. SeaWiFS ocean color data provide information on 
water leaving radiances at selected wavelengths [McClain et al., 
1998], from which the wavelength dependence of the diffuse 
attenuation coefficient can be constructed for the photosyntheti- 
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cally available radiation (PAR) portion of the solar spectrum. PAR 
is defined as the portion of the spectrum that penetrates beyond a 
few centimeters of the surface and represents the light available for 
photosynthesis [e.g., Mobley, 1994]. The diffuse attenuation coef- 
ficient at 490 nm (k49o) is in particular abundance because the 
strong pigment absorption at 490 nm in phytoplankton is of interest 
in remote sensing [Gordon and Clark, 1980]. Given that 490 nm 
lies within the 420-580 nm wavelength range having the deepest 
penetration into the ocean [Austin and Petzold, 1986; Morel, 1988], 
knowledge of k49o allows the attenuation of PAR (kpAR) to be easily 
determined [Austin and PetzoM, 1986]. In the past, such remote 
sensing data, which were available from sensors, such as the 
Coastal Zone Color Scanner [e.g., Arnone et al., 1992], were too 
limited in areal coverage to be used as part of the heat flux forcing 
in a basin-scale OGCM. However, with SeaWiFS now in operation 
since September 1997, sufficient ocean color data at high-resolu- 
tion global coverage have been acquired to construct a complete 
annual cycle of monthly means that can be used for OGCM 
forcing. 

In addition to SST, knowledge of the attenuation of PAR with 
depth, as given by the kpAR monthly fields, can be used to 
characterize the light environment for models of ocean biology 
[Dadou et al., 1996; Flierl and Davis, 1993; Keen et al., 1997; 
McCreary et al., 1996]. The variation of solar irradiance with 
depth defines the euphotic zone of the upper ocean, where 
photosynthesis can occur, and has a direct influence upon 
growth rates for phytoplankton. The vertical PAR distribution 
directly controls the rate of photosynthesis within the phyto- 
plankton subcommunity of the ocean ecosystem [e.g., Platt et 
al., 1988]. As phytoplankton are an important first link in the 
food chain, the variation of PAR with depth has a strong and 
direct impact on primary production and therefore the world's 
fisheries. The availability of these kpAR fields provides the 
opportunity to implement satellite-based optics in biophysical 
coupled OGCMs of primary productivity [Keen et al., 1997; 
McCreary et al., 1996]. 

In this study we report for the first time on the construction of 
k49o and kpAR data sets of monthly means from recently available 
1997-1998 SeaWiFS ocean color data and comment on the 

consequences of its general variability for subsurface heating 
(section 2). We then use this satellite-derived data set as part of 
the heat flux forcing in the global Naval Research Laboratory 
(NRL) Layered Ocean Model (NLOM) with an embedded mixed 
layer (section 3) and report on its consequences for SST and 
mixed layer depth (MLD) prediction (section 4) when using 
climatological surface forcing. Finally, a conclusion is rendered 
(section 5) on the relative importance of including subsurface 
heating effects in an OGCM for prediction of surface mixed layer 
properties. 

2. Optical Attenuation With Ocean Depth 
2.1. Background 

The solar irradiance at the ocean surface ranges in wavelength 
from •300 to 2800 nm and is composed of three general regions: 
the ultraviolet (UV) below 400 nm, the visible 400-700 nm, and 
the infrared (IR) above 700 nm. Approximately half of the solar 
irradiance occurs in the infrared, and most of this is absorbed and 
converted to heat within the first few centimeters of the upper 
ocean [Mobley, 1994]. The remaining incident solar irradiance that 
penetrates below the ocean surface is predominantly in the visible 
and UV, and this is regulated through optical absorption by the 
water, phytoplankton, and suspended particles [Mobley, 1994]. 
This latter portion of the spectrum is referred to as PAR because 
of its importance for biological processes. PAR is defined as the 
350-700 nm range of the spectrum and accounts for 43-50% of 
the solar irradiance at the sea surface [Mobley, 1994]. It comprises 
most of the solar irradiance that penetrates to depths >1 m and is 

the quantity of interest for subsurface solar heating in an OGCM 
with an embedded mixed layer. 

The attenuation of surface solar irradiance (QsoL) with depth z 
over the solar spectrum is typically represented as a simple 
exponential decay, 

QsoL(X,z) = Qsou(X, 0) exp(-kxz), 

where kx is defined as the spectral diffuse attenuation coefficient 
at wavelength X. The kx values vary strongly as a function of the 
optical characteristics of the water, such as the amount of 
suspended particles. There are methods for specifying kx given 
the known attenuation at a single wavelength Xo [Austin and 
PetzoM, 1986; Morel, 1988] or via sets of parameters for different 
Jefiov water types [ZaneveM and Spintad, 1980]. Typically, 
subsurface heating is calculated by dividing the solar spectrum 
into a number of narrow wavelength bands [e.g., Paulson and 
Simpson, 1977; Morel and Antoine, 1994], with kx calculated at 
the center wavelength for each of the bands. However, it is also 
possible to derive a simple exponential decay for the attenuation 
of PAR with depth, which is given in terms of a single 
wavelength Xo [Austin and Petzold, 1986]. This allows a simpler 
expression to be used 

PAR(z): PAR(O) exp(-kp•a•z), (2) 

where PAR(O) is the PAR at the ocean surface. For OGCM with 
bulk mixed layers, where the upper ocean is typically represented 
by a vertically uniform layer <5-10 m, this provides a 
sufficiently accurate attenuation of PAR for modeling purposes. 
For the majority of OGCM that include a nonbulk mixed layer 
parameterization [e.g., Kantha and Clayson, 1994; Large et al., 
1994], this kp^R parameterization may also be appropriate, as 
many such OGCM use a relatively coarse vertical resolution to 
represent the upper ocean. 

For this study we elect to use an attenuation coefficient for PAR 
(kp^R) that has a dependence upon a reference wavelength Xo. Such 
a relationship has been determined through a set of regressions on 
data obtained in the North Pacific Ocean [Zaneveld et al., 1993]. 
This relationship uses Xo = 488 nm, 

0.0085 + 1.6243k488 kp^}• - 0.3175 + 1.2144k488 
0.3570 + 1.1676k488 

k488 _< 1 
1 < k488 _< 2.3 
2.3 < k488, 

(3) 

and varies according to three different water classes: oligotrophic 
clear CASE 1 waters, intermediate CASE 1-2 waters, and turbid 
coastal CASE 2 waters. Note these relations are not continuous at 

k488 = 1 and 2.3 because they have been obtained from 
independent regressions over the k488 intervals [0, 1], [1, 2.3], 
and [2.3, 4.6]. We have removed the upper limit for the turbid 
coastal CASE 2 waters as there are few regions having optical 
attenuation greater than k488 = 4.6. 

Empirical relationships also have been derived between the 
ratio of two spectral channels (490 nm/550 nm) and the surface 
attenuation coefficient [Austin and Petzold, 1986; O'Reilly et al., 
2000]. These relationships have been shown to be robust (in 
CASE 1 and 2 waters) if accurate water leaving radiances can be 
derived from SeaWiFS. Improved atmospheric correction meth- 
ods with SeaWiFS have provided improved estimates of k49o 
[McClain et al., 2000a, 2000b; O'Reilly et al., 2000]. Since 
remotely sensed measurements of optical attenuation in seawater 
is typically obtained at 490 nm we shall henceforth use (3) with 
k488 substituted by k49o. This introduces negligible error into the 
estimate of kpAR. 

2.2. Methodology 

At the time this study was initiated, the SeaWiFS project only 
provided k49o data collected from 1 October 1997 through to 30 
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September 1998 [McClain et al., 1998]. These data have been 
averaged and binned by the SeaWiFS Project at NASA Goddard 
Space Flight Center (NASA GSFC) into daily, weekly, monthly, 
and annual means and have been made available as part of their 
Level-3 binned data products [Darzi, 1998]. We acquired the 
monthly mean k490 data, which are simple averages of the 
inferred k490, from the available scenes of the 1997-1998 
observation period. The details on the algorithms used to infer 
and bin the k490 from the sensor observations are available in 
SeaWiFS technical reports [e.g., Firestone and Hooker, 1998] and 
will not be given here. These data products have a resolution of 9 
km (•1/12 ø) but with an incomplete spatial and temporal cover- 
age. We choose to process this data using the SeaWiFS Data 
Analysis System (SeaDAS) [Fu et al., 1998] to produce globally 
gridded fields at 1 ø resolution spanning from 0.5øE, 89.5øS to 
359.5øE, 89.5øN. This 360 x 180 grid configuration is chosen to 
be consistent with climatologies in general use within the 
scientific community [Da Silva et al., 1994; Levitus and Boyer, 
1994; Levitus et al., 1994]. 

As with all remotely sensed data, the SeaWiFS k49o suffers 
from problems of data voids because of cloud coverage and/or 
infrequent sampling by satellite sensors as well as incorrect and 
biased observations (noise) because of sensor limitations. The 
SeaWiFS algorithm used here comes from the initial processing 
of the distributed data archive and does not have the corrections 

that are applied for turbid water regions in the reprocessed data 
(see section 2.3). Even with the large number of scenes used to 
construct the monthly k49o data sets, they contain ocean regions 
of sparse data. The most prominent region is around the 
Antarctic Ocean in the vicinity of the Weddell Sea. To fill in 
these data voids in the monthly k49o, we begin by interpolating 
over time using a one-dimensional periodic cubic spline with a 
tension factor of c• = 5.0 for each location having a data void 
during the year. To exclude the incorrect values that can arise 
because of spurious oscillations in the cubic splines, we reject 
interpolated values that fall outside a range of values uniquely 
determined for each data void location. A suitable range is 
found to be 25% of the minimum value to 125% of the 

maximum value of those monthly mean k49o values used to 
construct the spline coefficients. Data voids in a given month 
are left unaltered as a first step if the interpolated value is 
rejected. 

After temporal filling, the remaining data voids are replaced by 
next applying a statistical interpolation (SI) in space for each 
individual monthly mean, with an exponential correlation function 
assumed for the covariance (see Appendix A). This approach 
successfully yields monthly k49o means of complete coverage. 
However, as we noticed, the data sets still suffer from noise 
problems inherited from the satellite observations. To remove the 
noise, a three-step process is applied to the k49o data. First, the data 
are checked again for anomalously large or small values. Using the 
same interpolating grid boxes as in the SI, the mean and standard 
deviation are calculated for all data values except the one at the box 
center. The data value at the central location is considered 

anomalous if it falls outside of the one standard deviation interval 

for this distribution. Its replacement value is determined by 
applying SI again. The latest data values are used when making 
these replacements and can include SI values inserted from earlier 
in the search. Second, the condition k49o _> 10 -5 m-• is imposed 
on all the data values to avoid an infinite 1/k49o depth scale, should 
there be such a future need in an OGCM application. The 
minimum limit of k490 = 10 -5 m -• is chosen so 1/k490 is 
comparable to the maximum ocean depth. Third, to remove the 
remaining minor residual noise, a 3 x 3 spatial filter with a 1:2:1 
weighting (F- 1.0, 2.0, 1.0, 2.0, 4.0, 2.0, 1.0, 2.0, 1.0) is then 
passed once over the data to smooth it to a level suitable for 
OGCM applications. 

Using these monthly k49o data sets, we construct the global 
monthly kp^R using the Zaneveld et al. [1993] relations as given 

in (3). No data filling or noise removal are applied to the kp^R as 
these problems have been removed from the k490 data. We use 
these kpAR monthly means for prescribing the subsurface heating 
in our OGCM with a bulk mixed layer as described in further detail 
in section 3.2. For other OGCM with nonbulk mixed layers the 
k490 data sets may also be used to easily construct kx over the full 
spectrum, and the latter can then used to prescribe the subsurface 
heating. 

2.3. Variability of 

To show the general variability of the optical attenuation 
over the annual cycle, we present in Plates 1 and 2 the kpAR 
fields obtained for the middle months of the four seasons. As 

expected, most of the global open ocean contains re•gions of relatively clear water (kpAR = 0.06 m -1) with kpAR- optical 
depths >14 m. Regions of much more opaque waters are the 
Arabian Sea, North Atlantic and North Pacific Oceans, the 
western coastal regions of Africa, and some parts of the 
equatorial ocean and Antarctic, where absorption is greater 
because of the dominance of phytoplankton. As previously 
mentioned, there is a strong seasonal variability in optical 
attenuation over a large part of the Arabian Sea, with the 
large kpAR values during winter and summer (Figure 1) occur- 
ing in conjunction with the northeast and southwest monsoon 
winds, respectively. These monsoon winds are known to play a 
major role in the phytoplankton population blooms of this 
region because they are responsible for upwelling water rich 
in nutrients [Brock et al., 1991' Gallacher and Rochford, 

We note that the Arabian Sea and the western coastal regions of 
Africa lie adjacent to large desert land areas and are subject to high 
concentrations of wind borne dust. Atmospheric dust contaminates 
estimates of k49o toward larger values in the SeaWiFS algorithms 
used in the initial processsing of the data. The optical attenuation in 
these areas may therefore be lower than the kp^R values given in 
this data set. 

In June 2000 the SeaWiFS project completed reprocessing of 
the data with algorithms having improved atmospheric correc- 
tions. A near-infiared correction is applied for turbid water 
regions in their Level-1 data products, and contaminated pixels 
are now removed from the Level-3 data products by invoking an 
absorbing aerosol flag. These provide better estimates of k49o 
that allow us to check for a bias in our kpAR data set used for 
this study. We created a kpAR monthly climatology using the 
SeaWiFS reprocessed Level-3 k49o data from September 1997 
through February 2001. For the Arabian Sea and the western 
coastal regions of Africa the absolute differences in kp^R 
between the 1997-1998 and 1997-2000 data sets are <0.05 

m -• The largest absolute differences occur in other offshore 
coastal regions (_<0.5 m -1) and are attributed to the corrections 
used in the SeaWiFS reprocessing. For open ocean waters we 
find little change in the kpAR product as the differences are 
<_0.02 m -•. These latter differences represent a change of •1% 
in PAR(z) at the base of the mixed layer and will not alter the 
major conclusions of the paper. 

To help in the interpretation of the kpAR fields, we 
establish here a simple association between the Jerlov water 
types and kpAR values. For each of the Jerlov water classes 
(I, IA, lB, and II) we approximate the absorption of solar 
radiation with depth as established by Jerlov [1976] with a 
single exponential decay formula. We fit the data using the 
formula 

I(z) - 100(1 - a exp [-z/(62.0a - b)]), (4) 

where I(z) is the percentage absorption of surface irradiance, z is 
the depth, and a is the Jerlov fraction of solar irradiance 
penetration at 2 m depth. The parameter b is chosen to reproduce 
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Plate 1. Global attenuation of PAR (kPAR) for the middle month of the Northern Hemisphere winter (February) and 

spring (May). The •,1obal coverage is from 72øS to 65øN of the NLOM domain. The corresponding depth of optical penetration (kp^R-) is shown on the color bar. Note that kp^R = 0.06 m -• represents optically clear water as 
explained in the text. 

20E 

Plate 2. The same as Figure 1 but for the middle month of the Northern Hemisphere summer (August) and fall 
(November). 
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Figure 1. Time series of monthly mean kp,xR and PAR at fbur 
selected sites in the global ocean where there is large seasonal 
variability in optical attenuation. A cubic spline interpolation was 
performed through the lnonthly mean values of /q,^R and PAR 
indicated by the geometric symbols on the lines. The locations of 
the time series are indicated by the corresponding symbols in the 
top panel of Plate 3. 

the Jerlov absorption profile best at depths below 10 m because 
of our present interests for OGCM applications. For this simple 
approximation one obtains k490 : (62.0a - b) -1, and from this 
one obtains kp^R using (3). The parameters fbr each Jerlov water 
class along with the kp^R and k490 values are given in Table 1. 
These parameter choices reproduce the Jerlov absorption profiles 
quite well below 20 m for each of the four water classes (Figure 
2). From Table 1 we confirm that kpA R ----- 0.05 m -• is 
representative of open ocean conditions (class I), kpA R = 0.06 
m -• is representative of optically clear open ocean conditions 
(class IA), and 0.08 m -• < kpA R • 0.12 m -• indicates quite 
turbid water (class IB and II). 

3. OGCM and Subsurface Solar Heating 
3.1. OGCM 

The OGCM used for this study is the finite depth version of 
NLOM with an embedded mixed layer. It is a successor of the 
reduced-gravity NLOM developed by Rochford et al. [2000] for 
the Indian Ocean, with extensive improvements to address the 
greater issues associated with implementation on a global basin 
scale. We limit ourselves here to a short description of the 
model as a complete presentation is beyond the scope of this 
study. The version used here will be fully presented in a future 
paper. 

The NLOM uses a primitive equation layered formulation where 
the equations have been vertically integrated through each Lagran- 
gian layer k = 1,..., n. Prognostic variables are layer density 
layer thickness h•, and layer volume transport Vk (layer velocity 
vk times layer thickness hD. The bottom topography is confined to 
the lowest layer, and a finite layer thickness is maintained by 
mixing across layer interfaces. Following the notation of Metzget 
and Hurlbutt [1996, 2001], the governing equations for the 
prognostic variables are 

0V/• 
Ot 

--+ (V-Va + Va. V)va + k x f% 

= max(O,-wa_• )v/•_• + max(O, w/•)v/•+• 
- [max(O,-w/•) + max(O, w/•_•)]v/• 
+max(O,-C•w/•_•) (va_• - va) 
+max(O, C•k)(vk+• -- vk) 

l=1 

+(*•-• - *•)/Po + AsV2Va, 

Ot 

Oh• 
--+ V.V/• -w•-w•_•, 
Ot 

max(O,-w/•_•) max(O, co•) --+ va. Vp/• - h/• h/• 
•p Ho • ( rm ) (QNET -- QNET ) 

+ - 
min(h•, 6Ho) Cp•h• 

+•V. (h•Vp•). 

(6) 

(7) 

The surface turbulent boundary layer that is embedded within the 
NLOM is assumed to be "well mixed." The temperature Tm is 
therefore defined to be constant throughout a layer of thickness hm 
and to be equivalent to the SST. The layer thickness hm is defined 
as the lower bound of the turbulent boundary layer and is hence the 
MLD. The embedded mixed layer carries prognostic equations for 
SST and MLD as follows: 

Ot 
max( 0, win) (Tin ATto T6) +vl-VTm .... 

hm 

+ Qabs(hm) PoCp•h • + • V' (hmVTm) (8) 

Ohm 
O• + 57. (hm v, ) -- win, (9) 

where the depth-averaged velocity of water within the mixed 
layer is assumed to be the same as layer 1. It is the presence 
of these two prognostic variables that enables subsurface 
heating effects to be examined with this OGCM, as the SST 
is directly influenced by solar heating and the MLD is 
indirectly influenced through buoyancy production from solar 
heating. 

Table 1. Optical Attenuation Values for Jerlov Water Types 
Water Type a b kpAR, m-1 k490, m-1 
Jerlov I 0.42 3.0 0.052 0.027 
Jerlov IA 0.38 3.0 0.061 0.032 
Jerlov IB 0.33 3.0 0.080 0.044 
Jerlov II 0.23 3.0 0.124 0.071 
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Figure 2. Attenuation coefficient kp^}• values corresponding to 
the four different Jerlov [1976] water types. See also Table 1 for 
explanations. 

while when it is deepening (i.e., P > 0), the available TKE is 
converted to potential energy via 

P 
(•7) •m = go•(Tm) max(ZXTb, ZXT•-) h m 

zxr: (rm - ZXrm) - 

A minimum value is imposed on the MLD (hm + = 10 m, see (16)) 
because the formulation is not accurate for very shallow mixed 
layers. The reader is referred to Appendix B for the various 
parameters and their values. 

A temperature profile is constructed from the SST, layer temper- 
atures, the temperature change across the mixed layer (ATm), and 
other layer quantities. This is used to estimate the temperature 
shear at the base of the mixed layer (ATe,), and the temperature of 
the entrained water (T•,). This includes new formulations for 
prescribing ATb and T•, as well as specifying ATm as a function 
of latitude from climatological data. 

The model domain is identical to that used by Shriver and 
Hurlburr [1997], which includes the global ocean at all longi- 
tudes from 72øS to 65øN, gridded to a resolution of 0.5 ø latitude 
and 0.703125 ø longitude (NLOM W125 domain). The lateral 
boundaries follow the 200 m isobath contour, and six active 
layers (n = 6) are used for the simulations reported here. The 
time step used in the model-is At = 36 min. A complete list of 
the values used for the model parameters is given in Appendix 
B and Table 2. 

3.2. Subsurface Heating 

The downward total incoming solar irradiance (QsoL) and 
upward outgoing longwave radiative flux (QLw) at the ocean 
surface are prescribed as by Rochford et al. [2000], namely, using 
the monthly fields from the Comprehensive Ocean-Atmosphere 
Data Set (COADS) [Da Silva et al., 1994]. For the downward 
latent and sensible heat fluxes (QE and Qs, respectively) we 
explicitly calculate them using the OGCM SST (Tm): 

QE -- CL LvPa•a ( qa - qm ) , (19) 

The vertical mixing velocity (a) m is determined using a modified 
version of the Kraus-Tumer (KT) model [Kraus and Turner, 1967; 
Niiler and Kraus, 1977] as given by Rochford et al. [2000]. The 
terms in the total kinetic energy (TKE) budget (P) are parame- 
terized as follows: 

P--(m3-ml)u,3-hm(•rlcU,b,-œbq-m5?u,2), (•o) 

Qs - CsCpaPa•a(Ta -- Tm), (2o) 

100 Pa 

Pa [ggas (Ta q- 273.16)]' (21) 
0.622e(Ta) 

qa --Pa -0.378e•(Ta) ' (22) 
qm -- 0.98 qsat(Tm), (23) 

U,2 = q'a/ (11) 
Po 

u,b, __ go•(Tm)Qabs(hm) ' 

m6u,b, u,b, < 0 % = 0 u,b, _> O, (13) 

6 

qsat(T) -- 0.62197 • ql T l, (24) 
/=0 

ex(r)- 6.1121 (1 + 3.46 x 10-6pa)exp[17.5T/(240.97 + T)], 
(2S) 

f- max[ 2•2sin(½)1, f,. (14) 

When turbulent mixing is shallowing (i.e., P < 0), mixing occurs 
toward the equilibrium depth as given by 

3 (m3 -- ml)u, 

h; « ncu,b, - eb + msfu, 2 (15) 
•m -- cr• [max(h;, am +) - hml (16) 

Table 2. Layer-Dependent NLOM Parameter Values 
k 

Parameter 1 2 3 4 5 6 

Hk, m 80 160 260 400 600 5000 
h•, m 50 40 40 40 40 
h•-, m 9999 9999 9999 9999 9999 9999 
•k, m s -• 0.1 0.1 0.1 0.1 0.1 0.1 
/Xp•, kg m -3 0.4 0.3 0.2 0.1 9.9 
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where the exchange coefficients Cs and CL are as given by Kara 
et al. [2000a], •a is the wind speed as determined via the 
prescription given by Kara et al. [2000a], and Ta (qa) is the 
COADS air temperature (humidity). For the model simulations 
reported here, the wind speed v• used to determine •a is extracted 
from the applied wind stress magnitude q- (see section 4.1) by 
inverting the relation 

q- = p•CdV2a (26) 
using a constant value of p•Ca = 1.8 x 10 -3 kg m -3. We 
explicitly calculate Q•r and Qs in this manner because they serve 
as restoring terms for relaxing the SST to within 1-3øC of the air 
temperature [Rochford et al., 2000] and avoid the well-known 
problem of SST drift when forcing an OGCM with prescribed net 
surface heat fluxes. This approach has been found to work 
masonably well when using the COADS fields [Rochford et al., 
2000]. 

We include the attenuation of the solar irradiance with ocean 

depth z by first decomposing the surface solar irradiance QsoL 
into its infrared and PAR components (QsoL = IR(z) + PAR(z), 
where z = 0). The net surface heat flux Qabs(Z) that has been 
absorbed (or lost) by the upper ocean to depth z is then the 
sum 

Qabs(Z): IR(0) - IR(z) + PAR(O) - PAR(z) - QLw + QE + Qs, 
(27) 

where IR(z) [PAR(z)] is the infrared irradiance [PAR] at depth z. 
No depth dependence is assigned to the last three components 
because the heat exchange is locally confined to the air-sea 
interface. IR and PAR can be expressed as fractions of the solar 
irradiance QsoL, 

IR(0) -- ( 1 - XpAR) QSOL (28) 

PAR(O)- 3`PARQSoL, (29) 

with 3`PAR (in general) having a dependence on space and time. 
Given that the IR component is absorbed within the first few 
centimeters and that this is much less than the minimum MLD 

imposed in most OGCM (e.g., 5-10 m), all of the IR solar 
irradiance arriving at the air-sea interface can be considered to be 
heating the upper ocean, i.e., IR(z): 0 for z > 10 cm. Using these 
relations along with the exponential attenuation of PAR with depth 
(2), one obtains as the heat absorbed within the upper water 
colunto to depth z: 

Pabs(Z) -- QNET -- 3`PARQsoL exp(--kpAR z), (30) 

where 

QNET -- QSOL -- QLW -+- QE -+- Q$ (31) 
is the net surface heat flux at the ocean surface. The rate of surface 

heating/cooling of the mixed layer is simply obtained by evaluating 
this expression at the MLD (i.e., z = hm). 

We apply a PAR that is constructed from the surface solar 
irradiance as given by (29). While SeaWiFS PAR Level 3 
standard mapped images are now available (daily, 8 day, and 
monthly means) these products do not contain additional stat- 
istical information such as the number of images contributing to 
the temporal mean at a given location. This prevents the proper 
construction of a monthly climatology of SeaWiFS PAR from 
the multiple years of monthly means. Furthermore, when com- 
paring our PAR derived from COADS against the monthly 
means of SeaWiFS PAR for different years we find differences 
_<25 W m -2. This difference in PAR is insufficient to produce 
an appreciable change in the OGCM simulation. For these 
reasons we elect to apply (29) to be consistent with the surface 
heat flux forcing being applied to our OGCM (see section 4.1). 
This is trivial to implement and is an approach that would be 

commonly pursued by other ocean modelers for climatological 
studies. In studies investigating interannual variations, and 
unique events such as ENSO, the use of SeaWiFS PAR in the 
surface forcing for the OGCM would be invaluable. 

To specify the PAR fraction of the solar irradiance at the sea 
surface (3,pAR), we make use of the Bishop and Rossow [1991] 
monthly climatologies of PAR and surface solar irradiance made 
available from the SeaWiFS Project at NASA GSFC (data set 
ds741.0, Bishop's Surface Solar Irradiance derived from Interna- 
tional Satellite Cloud Climatology Project (ISCCP)). The 2.5 ø x 
2.5 ø monthly climatologies of PAR and QsoL span the global 
ocean at all longitudes from 88.75øS to 88.75øN. The climatologies 
were constructed using data from ISCCP collected from July 1983 
to June 1991 and validated against time series of radiance obser- 
vations from moorings in the northeastern Pacific Ocean [Bishop 
and Rossow, 1991]. The combined average bias from that study 
was found to be only 5 W m -2, with a worst case error of <7% for 
clear sky irradiance, making it a reliable data source for the 
determination of 3,PAR. 

In determining 3,PAR for modeling purposes it is important to 
consider whether there are significant temporal or spatial varia- 
tions in this quantity. Specifically, whether there is a significant 
seasonal variability and whether there is a significant latitude 
variability given the meridional nature of surface irradiance. A 
histogram constructed from the ratios of PAR/QsoL obtained from 
the climatology data for the middle months of the four seasons 
(Figure 3) reveals 3,pAR varies from 0.33 to 0.50 over the global 
ocean, with the distribution strongly skewed to the larger values. 
While the PAR/QsoL distributions vary appreciable from month 
to month, the median value remains almost constant. For all 12 
months of the climatology the median of the monthly distribu- 
tions vary by at most 0.3%. The median value and standard 
deviation for the distribution composed of all 12 months is 48 
and 2%, respectively. 

As for spatial variation, we find that 3,pAR does have a small 
meridional dependence, with the ratios from the entire climatol- 
ogy yielding a normal distribution centered at the equator 
(Figure 4). This meridional dependence from 4) - 40øS to 
40øN can be expressed as a simple quadratic function obtained 
via a least squares fit: 3,pAR = 0.4973 + 2.941 X 10 -5 0 -- 1.242 
X 10 -5 02, where 0 is the latitude in degrees. Given that the 
monthly and meridional variation in PAR/QsoL is so small, we 
choose to use the constant value 3,pAR = 0.49 for all the NLOM 
simulations. This is slightly larger than the median value of 
48.15% for the entire monthly climatology because we expect 
low latitudes to be particularly important. Note that this choice 
also yields a comparable absorption profile to those of Jerlov for 
the kp^R values we have chosen for the Jerlov water classes (see 
Figure 2). 

For our present application the greatest interest is in those 
situations where subsurface heating can occur below the mixed 
layer, thereby resulting in a cooler SST than obtaincd by assum- 
ing complete absorption of solar irradiance within the OGCM 
mixed layer. Accounting for this decreased heating in the OGCM 
mixed layer will also influence the buoyancy forcing and may 
thereby significantly alter the MLD. Such subsurface heating 
occurs when there is high surface PAR, large optical depths 
(e.g., kPAR --1 • 20 m), and a shallow mixed layer. The surface 
PAR obtained using XP^R = 0.49 and the COADS solar irradiance 
are therefore shown for the middle months of the four seasons in 
Plates 3 and 4. The surface PAR fields from COADS are found to 

be quite similar to the pattern of the kp^R fields derived from 
SeaWiFS (Plates 1 and 2). 

From the monthly PAR (Plates 3 and 4) and monthly kp^R 
(Plates 1 and 2) we observe that strong solar heating occurs in 
conjunction with optical depths of the order of 15-20 m 
throughout the year in the 10øS-10øN equatorial belt of the 
Pacific. Strong surface PAR also occurs with somewhat shal- 
lower optical depths of 14-17 m in the Arabian Sea during the 
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Figure 3. The statistical distribution of the ratio of PAR to total surface irradiance (QsoL) from the monthly 
climatology of Bishop and Rossow [1991] for the middle months of the four seasons. The median and standard 
deviation (S. Dev.) values are also shown. Statistics are binned in PAR/QsoL increments of 1%. The distributions for 
the 4 months shown reveal PAR/Qsoi. ranges mostly from 46 to 50% over the global ocean. 

spring intermonsoon (May kpAR, Plate 1), with similar results 
occuring in the fall intermonsoon (October kpAR, not shown). An 
MLD _<10 m is known to occur in the equatorial Pacific 
throughout the year [Anderson et al., 1996] and in the Arabian 
Sea during the intermonsoon periods of mid-February through 
May and mid-September through mid-October (R. A. Weller, 
private communication, 1998). These are therefore two regions 
where subsurface heating is expected to have a large impact on 
SST and MLD and will be particular regions of focus later on in 
this study. 

4. Effect of Subsurface Solar Heating 
4.1. Model Simulations 

All NLOM simulations reported here are surface forced with 
monthly mean climatologies to obtain a climatological solution. 

This is done because we wish to assess the consequence of 
subsurface heating without bias to atmospheric forcing of a 
particular time period. For NLOM wind stress forcing we use 
12-hourly anomalies from the European Centre for Medium- 
Range Weather Forecasts (ECMWF) operational weather fore- 
cast model [ECMWF, 1993, 1997], with the monthly varying 
seasonal cycle of the monthly mean wind stress climatology of 
Hellerman and Rosenstein [1983] (hereinafter referred to as 
HR). We use the winds from September 1994 through Sep- 
tember 1995, inclusive, to construct the 12-hourly ECMWF 
wind anomalies with the 12-hourly September 1994 and Sep- 
tember 1995 wind stresses blended to make a complete annual 
cycle. We choose this period because the winds represent an 
"average" annual cycle of the ECMWF winds and because the 
September winds in 1994 and 1995 most closely match each 
other. With these hybrid winds the long-term temporal mean is 
driven by the HR monthly wind stress, while the variability is 
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Figure 4. Zonally averaged percentage PAR/QsoL values between 40øS and 40øN over the global ocean. The data 
are plotted at the 2.5ølatitude increments of the Bishop and Rossow [ 1991 ] climatology. A quadratic fit is found as the 
best estimation of zonally averaged PAR/QsoL values for the latitude range (0) shown: XP^R = 0.4973 + 2.941 X 10 -5 
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driven by ECMWF component and flow instabilities. When the 
NLOM is forced with the pure HR monthly wind stresses 
rather than the hybrid wind stresses, SST predictions over the 
global ocean became weak and exhibited a large bias, indicat- 
ing the importance of using wind stresses of high temporal 
resolution (e.g., 6 or 12 hourly). Use of the hybrid winds also 
eliminated unrealistic current patterns in some regions and has 
been successfully used in other ocean modeling studies 
[Metzget et at., 1992; Hurtburr et at., 1996' Shriver and 
Hurlburr, 1997' Hurlburr and Metzget, 1998]. We omit here 
the details regarding the construction of this climatology for 
brevity and because they will be reported in the future paper 
on this version of the NLOM. 

For the heat flux forcing the monthly climatologies of COADS 
are used [Da Silva et al., 1994] as described in section 3.2 to be 
consistent with the hybrid wind forcing in producing a climato- 
logical solution. Using COADS instead of HR monthly wind stress 
in a test simulation with the Indian Ocean NLOM yielded only 
minor differences. The COADS thermal forcing includes short- 
wave (incoming solar) plus longwave radiation (QsoL + QLw), air 
temperature Ta at 10 m, and the air mixing ratio qa at 10 m. The 
latent and sensible heat fluxes are explicitly calculated using mixed 
layer temperature Tm at the model time step (see section 3.2) to 
serve as a restoring term that relaxes the SST to the air temperature. 
In all experiments the surface PAR is applied as formulated in 
section 3, i.e., XP^R = 0.49 in (29). 

The NLOM is spun up to statistical energy equilibrium, and this 
spin-up time is •500 years. The model run is then extended for 5 
years with an active mixed layer. Because our model simulations 
are performed using climatological forcing as described above, the 
monthly means of model SST are formed from January through 
December of the fifth year with an active mixed layer. This is done 
so that model-data comparisons can be made. 

To determine the consequences of subsurface heating on SST 
and MLD prediction, we performed three experiments using the 
NLOM. The first is a baseline experiment where we set kp^R = 99 
m -• so the surface PAR is completely absorbed within the mixed 
layer. It is representative of traditional OGCM approaches that 
assume a complete absorption of solar irradiance at the ocean 
surface [Baturin and Niiter, 1997; Carton and Zhou, 1997' 
Murtugudde et at., 1995; Schopf and Loughe, 1995' Stert and 
Kattenberg, 1994; Yuen et at., 1992]. We will refer to this as the 
"large kp^R" experiment (NLOM W125 experiment 39.4). The 

second experiment accounts for the seasonal and spatial variation 
of subsurface heating by using the monthly kp^R data set intro- 
duced in section 2. We label this the "monthly kp^R" experiment 
(NLOM W125 experiment 38.8). The third experiment uses a 
global constant value of kp^R: 0.06 (NLOM W125 experiment 
39.3), which is representative of clear water open ocean conditions 
(see section 2). The rationale for this "clear water kpAR" experi- 
ment will be given below after the SST results from the above two 
experiments have been presented. 

4.2. SST 

The impact of including subsurface heating in the NLOM is 
expected to be most evident in the difference in SST from the 
monthly kp^R experiment relative to the SST from the large kp^R 
experiment. This is most easily seen over the global domain 
from an annual mean of the SST difference (ASST) between the 
two experiments (Plate 5a) using the SST from the fifth year of 
the NLOM simulations with an active mixed layer. We calcu- 
lated this annual mean by forming the monthly mean SST for 
each experiment, taking the differences month by month 
between the two experiments, and then calculating the annual 
mean of these differences. While such annual means can mask 

large SST differences that may occur during the year because it 
averages over the annual cycle (see ASST in Figure 5), the 
nonzero differences that remain are sufficient to identify the 
importance of subsurface heating in the various regions of the 
global ocean. 

Neglect of subsurface heating is seen to produce an annual mean 
SST increase that is on the order of at most 0.2ø-0.8øC, and that is 
predominantly confined to the 40øS-40øN latitude region. These 
differences reflect changes in seasonal variability that can be as 
large as 1ø-1.5øC (Figure 5). The magnitude of the seasonal 
variability in SST is comparable to that obtained with one-dimen- 
sional mixed layer models [Kantha and Clayson, 1994]. The 
NLOM SST increase in the low and midlatitudes overlaps with 
the region of optical depths ranging from 14 _< kp^R-• _< 20 m (see 
Plates 1 and 2). These optical depths are greater than the typical 
NLOM MLD (•5-10 m) for this region. A colder SST results in 
the monthly kp^R experiment because only a fraction of the total 
surface PAR is absorbed in the mixed layer. The regions of largest 
positive values of ASST (•IøC) are in the western equatorial 
Pacific, the equatorial Indian Ocean, and the northern low-latitude 
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Plate 3. PAR at the ocean surface obtained from Comprehensive Ocean-Atmosphere Data Set (COADS) for the 
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locations of the time series in Figures 1 and 5. 
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Plate 4. The same as Figure 3 but for the middle month of the Northern Hemisphere summer (August) and fall 
(November). 
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Plate 6. The nondimensional skill score (SS) for the monthly kpA R SST minus the SS for the large kpAR SST (ASS). 
The SS for each experiment is determined from the monthly mean SST relative to the monthly SST from COADS. 
The positive values of ASS _> 0.1 indicate the increase in SST predictive skill of the NLOM when including 
subsurface heating using the monthly kpA R. 
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Figure 5. Time series of the difference in monthly SST (ASST) 
and monthly MLD (ZXMLD) between two NLOM experiments at 
four selected sites in the global ocean (see Figure 1 for kpAR 
values). Shown are the results when all the radiation is absorbed 
within the mixed layer (large kpA}• experiment) minus the results 
when using a monthly varying kpA}• (monthly kpAR experiment). 
The locations of the time series are indicated in the top panel of 
Plate 3 according to the geometric symbols on the above lines. 

eastern Pacific. When using an optimal MLD definition [Kara et 
al., 2000b], these regions are found to retain a fairly shallow 
climatological MLD (•20-40 m) throughout the year and to 
coincide with a large seasonal variability in kpAR (Figure 1). 

To determine if subsurface heating improves the SST predic- 
tive skill of the NLOM, we calculate a nondimensional skill 
score [Murphy, 1995] for the SST of the two simulations relative 
to the SST from the COADS monthly climatology at each 
model grid point over the Global Ocean. The skill score is 
given by 

RMSE(x,y) 2 
SS(x,y)- 1-- (32) 

where RMSE(x, y) is the root-mean-square error between x and 
y and o(x) 2 is the variance of the 12 monthly reference values. 
In the present case, x and y are the time series of monthly mean 
SST fields from COADS and the NLOM experiments, 
respectively, at each grid point from January to December 
(i.e., n = 12). All of the 12 monthly means are used in the 
determination of the SS. A positive value for SS indicates a 
good forecast. This provides a quantitative measure of how well 
the NLOM SST reproduces the seasonal SST cycle. Regions 
where positive values occur in the difference between these skill 

scores (monthly kpA R minus large kpA R SS) indicate an 
improvement in NLOM SST prediction when subsurface heating 
is included. Values of ASS > 0.1 indicate an increase in 

predictive skill. The SS difference (Plate 6) reveals that the 
inclusion of subsurface heating improves NLOM SST predictive 
skill in the equatorial regions and markedly increases this skill 
in the Arabian Sea, the Bay of Bengal, and the shallower 
Indonesian Pacific. The regions of ASS < 0 are confined to 
isolated areas of smaller extent and are smaller in magnitude 
than the areas of ASS > 0. While the annual mean difference in 

SST may be small, the positive increases in SS of 0.3-0.5 
clearly indicate that NLOM SST prediction is significantly 
improved by including subsurface heating. 

The improvement in NLOM SST prediction that results from 
including subsurface heating is observed to be mostly confined to 
regions where the NLOM MLD is <20 m. This is not surprising 
because of the rapid attenuation with depth (kpAR --1 _• 17 m) over 
most of the global ocean. However, it does suggest that a constant 
value of kpAR that is representative of maximum light penetration 
over most of the open ocean may be adequate for OGCM 
applications. To test this assumption, we perform an experiment 
with a fixed value of kpAR = 0.06 m -1 that is indicative of clear 
water open ocean conditions in the monthly kpAR data set (see 
Plates 1 and 2). The ASST for the clear water kpAR experiment 
relative to the monthly kpAR experiment is found to be 0.2 C over 
most of the global domain (Plate 5b). Larger differences of up to 
0.6øC only occur in limited regions and primarily at low latitudes, 
where the monthly kpAR shows that strong optical attenuation is 
prevalent throughout the year (see Figure 1). These regions of large 
ASST are the northern Arabian Sea and the Sea of Okhotsk and 

along the western coast of South America and off the western coast 
of Africa. Unless one is using an OGCM to model ocean dynamics 
in these regions, most notably the northern Arabian Sea and along 
the western coast of Africa, a global constant value of kpAR = 0.06 
m -• will serve very well. 

4.3. MLD 

A change in depth of the NLOM embedded mixed layer is 
expected given the observed changes in SST that occur upon 
including subsurface heating. The question is how large a 
change in MLD does subsurface heating produce, and is it of 
sufficient magnitude to be significant in an OGCM? As with the 
SST, this is most easily seen from an annual mean of the MLD 
difference (AMLD) between pairs of experiments. The AMLD 
for the large kpAR experiment relative to the monthly kpAR 
experiment (Plate 7a) reveals that neglect of subsurface heating 
produces a shallowing of the mixed layer in the range of 1-4 m 
over the low and middle latitudes (40øS-40øN). These differ- 
ences reflect modest changes in seasonal variability of 1-6 m 
(Figure 5). 

The deeper MLD in the monthly kpAR experiment relative to the 
large kpAR experiment is because of the lower buoyancy produced 
in the former relative to the latter. An increase in surface heating 
produces more positive buoyancy and thereby a shallower mixed 
layer. Less positive buoyancy is produced when the surface solar 
irradiance can penetrate beneath the mixed layer, and thus a deeper 
mixed layer results. The deepening of only a few meters relative to 
typical mixed layer depths of 40-80 m tells us that subsurface 
heating is not important for OGCM prediction of MLD. To 
influence the depth of the mixed layer, kpAR must be very large, 
and MLD must be very shallow. This is confirmed by the skill 
scores calculated for the monthly means of these MLD relative to a 
MLD formed from monthly temperature and salinity climatologies 
[Levitus and Boyer, 1994; Levitus et al., 1994] using an optimal 
MLD definition [Kara e! al., 2000b]. The skill score difference 
between any two experiments is less than the threshold criteria for 
skill score significance (ASS <_ 0.1) throughout the global domain 
(results not shown). 
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Plate 7. Annual mean of MLD difference AMLD between NLOM experiments. (a) MLD when all the radiation is 
absorbed within the mixed layer (large kp^R experiment) minus the MLD when using a monthly varying kp^R 
(monthly kpAR experiment). (b) MLD when using kPAR = 0.06 m -I (clear water kPAR) minus the MLD when using a 
monthly varying kpAn (monthly kpAn experiment). 

The •MLD for the clear water kpA R experiment relative to the 
monthly kpA R experiment (Plate 7b) reveals the mixed layer deep- 
ens by 1-3 m over limited regions of the globe. Most of these 
regions overlap with those observed for ASST (Plate 7b). Regions 
for which there is no ASST compliment are the western Pacific 
region east of China, the central equatorial Pacific, and along the 
western coast of North America. The deeper mixed layer occurs 
when using the monthly kpA R versus kpA R = 0.06 m-I for the same 
reason as the warmer SST, namely, a greater absorption of the 
surface irradiance within the mixed layer because of stronger 
optical attenuation. The limited regions for which there are differ- 
ences between these two experiments combined with their typically 
small magnitude of AMLD < 3 m confirm that a global constant 
value of kpA R = 0.06 m -1 will serve well enough for general global 
modeling purposes. 

5. Conclusion 

From this investigation we find that inclusion of solar subsur- 
face heating in the NLOM with an embedded mixed layer is 
important for improving the model prediction of SST in the 
equatorial regions of the world ocean. We showed that account- 
ing for the seasonal variation of solar attenuation with depth to 
be particularly important for SST prediction in the Arabian Sea, 
Bay of Bengal, and Indonesian Pacific regions. Differences of as 
much as 0.8øC in the annual mean SST occur when accounting 
for subsurface heating versus its complete neglect. Subsurface 

heating was not important for MLD prediction in the NLOM, as 
it produced a deepening of only a few meters in the mixed 
layer. Although the importance of subsurface heating was 
already known from earlier one-dimensional modeling studies, 
those findings were not studied in detail. The results presented 
here quantify for the first time its importance for ocean general 
circulation model global simulations. 

In conducting this study we also constructed a global data set 
of monthly mean kPAR suitable for use in an OGCM and 
employed it to prescribe the attenuation of surface irradiance 
with depth within the NLOM. This data set represents one of 
the first applications of remotely sensed observations from 
SeaWiFS that have been used to enhance an OGCM simulation. 

Through its use we have shown that a constant value of kp^R = 
0.06 m -• which is indicative of open ocean conditions, works 
very well for most global OGCM applications of interest, a 
result that would have been unjustified without the use of such a 
data set. Having this data set now opens up the possibility to 
represent seasonal subsurface light conditions in a variety of 
applications for mixed layer and biophysical models embedded 
within an OGCM. It is our hope this kp^R data set will find 
wider use for such OGCM applications. 

Finally, we note this study was limited to examining the effects 
of solar subsurface heating over the global ocean using monthly 
forced climatological simulations. In a future paper we shall 
present results from a study of interannual variability, with a 
particular focus on the equatorial region where solar subsurface 
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heating is found to be important, as well as other regions where 
climatological simulations may not account for the importance of a 
space- and time-varying kpAR field. We believe the specific find- 
ings we have obtained here for the NLOM extend to other global 
OGCM with embedded mixed layers. 

Appendix A: Statistical Interpolation of k490 

Statistical interpolation (SI) is a minimum variance method that 
seeks to minimize the expected error in the analysis field [Daley, 
1991; Lorenc, 1981]. The method determines an interpolated 
analysis field value j• at a location ri from a weighted sum of 
known observed and background field values fo and fa, 
respectively, at other locations (rj, j = 1,..., n; rj =/- ri) via 

- + 
j:l 

where I'V/i is a covariance weight vector for the location ri [Daley, 
1991, equation (4.2.9)]. Since there are no in situ observations for 
the mean k490, we have fo = 0. Similarly, fa(ri) = 0 because we 
have no background value at ri. The weight vector is determined 
by solving the matrix equation 

• Bjk •Vki -- Gi , (A2) 
k=l 

where 

By• -- {Afa(ry)Afa(r•)) (^3) 

qi- (AfB(ry)AfB(ri)) (A4) 
are the covariances in the field value errors Afs. The n x n 
symmetric matrix B is the error covariance matrix among the 
background field values at the noninterpolated locations (j, k: 1, 
..., n), and the n vector C is the corresponding error covariance 
vector of the background field values at noninterpolated locations 
with respect to the interpolated location [Daley, 1991, equation 
(4.2.10)]. For lack of information on the root-mean-square errors 
of the mean k490, the covariances are assigned correlation 
functions of 

Byk -- exp[-lry - r•./ro] (A5) 

C•, = exp[- rj - ril/ro], (A6) 
with a distance scale of r0: 1 ø. The value of r0 was chosen to 
be consistent with the grid resolution. 

The data filling of the SeaWiFS k4o0 using SI proceeds by 
searching for data voids along latitude transects starting from the 
equator and moving poleward in alternating north-south latitudes. 
Searches along longitude proceed from west to east and then from 
east to west. An interpolating grid box of 5 x 5 centered at the data 
void is used for the SI in all but the last 2 latitude rows at the 

poleward boundaries. A 3 x 3 box is used for the second last rows, 
and a 3 x 2 box is used for the boundaries. Data voids at 

noncentral locations in the interpolating box are excluded when 
performing the SI. 

Appendix B: NLOM Notation 
B.1. Definitions 

We list here the mathematical definitions of various quantities 
appearing in the NLOM equations. 

Gk• -- { g I _> k (B1) 

n-1 

1=1 

(B2) 

Ta q-k- 0 

C•po v•lv• 

k-0 

k-1...n-1 

k-n 
(B3) 

A _ + _ - - / Cdk C0 k 
o 

k-O 

k-1...n-1 

k-n 

(B4) 

el + -- •1 (max[O, (hm d- h; - hm +) - hl]/h•- }2 (B5) 

+ -- 40k [max(0 +-hk)/h•-] 2 w k ,h k k >_ 2 (B6) 

w•- -- 40k [max( 0, hk - h•-)/h•-] 2 k > 2 (B7) 

/kPk -- max(Pk+l - Pk -- /kp•-, 0) (B8) 

+ -w• and f•k denote area averages of the respective Note that •k 
quantities over the ocean model domain. 

B.2. Notation 

We list here the symbols appearing in the NLOM equations that 
are not defined elsewhere in the manuscript. 

A,coefficient of horizontal eddy viscosity (1500 
m2s - 1). 

Co coefficient of bottom friction (0.002). 
C:u coefficient of additional interfacial friction on 

entrainment. 

Cpa specific heat capacity for air (1004 J kg -1 øC-i). 
Cpw specific heat capacity for water (3988 J kg -• øC-i). 

D(x, y) total depth of the ocean at rest. 
e• saturated vapor pressure. 
f Coriolis parameter. 
f, Coriolis parameter at 5 ø latitude (2.54 x 10 -s s-i). 
g gravitational acceleration (9.81 m s-2). 

hm + minimum mixed layer depth (10 m). 
hJ kth layer thickness at which entrainment starts. 
h• kth layer thickness at which detrainment starts. 
Ho constant reference layer thickness (100 m). 
H• kth layer thickness at rest. 
K,coefficient of horizontal temperature diffusivity 

(0 m 2 s-l). 
Lv the latent heat of vaporization. 
m• TKE constants (m• = 6.25, m3 = 7.5, ms = 1.8, 

m6 = 0.1). 
n• TKE constant (n• = 1). 
P• surface air pressure (1013 mbar). 
q• polynomial coefficients for qsat as given by Lowe 

[1977]. 
qsat saturated mixing ratio at sea surface. 

QN•(x,y) mean surface heat flux climatology. 
Rgas the molecular gas constant. 

Tt, temperature just below the mixed layer (øC). 
Td dewpoint temperature (øC). 

ApJ minimum density contrast for (p• + 
AT• temperature shear (øC). 
AT[ minimum temperature shear (0.2øC). 
c•(T) coefficient ofthermal expansion of sea water (øC-i). 
ATm temperature change across the mixed layer (øC). 

f• rotation rate of Earth (7.292 x 10 -s s-•). 
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4) longitude (degrees). 
p"• model density climatology for layer k (kg m-3). 
po reference density in the ocean (1000 kg m-3). 
-1 

c% e-folding time for MLD relaxation (1 day). 
--1 

% density climatology relaxation e-folding time for hk = 
Ho. 

q-a surface wind stress. 
•e(x,y) mean climatological evaporation rate. 

&k kth interface reference vertical mixing velocity. 
Q•(x, y) kth interface global mixing correction scale factor. 
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